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1 Data and Pre-Processing

1.1 Extraction

Using simple keyword matching in SpaCy on the Summary of Facts section of the
textual content, I created and tested a series of patterns to identify the type of
appeal. The types of appeal are Opposition Division appeal, Examining Division
appeal, Admissibility and Other. Admissibility corresponds to cases which solely
concern admissibility rather than patent validity, and Other corresponds to cases
which cannot be classified from the existing patterns.

The patterns were created by manually analysing a set of 50 randomly sam-
pled appeals and splitting them into types based on the keywords used. The
patterns were as follows1:

– Opposition Division = [“LOWER”: ‘opposition’}; {“LOWER”: ‘division’}]
– Admissibility = [{“LOWER”: ‘restricted’};{“OP”: ‘*’};{“OP”:‘*’};{“LOWER”:

{“FUZZY”: “admissibility”}}]
– Examining Division = [{“LEMMA”:‘refuse’};{“OP”:‘*’};{“LOWER”: ‘euro-

pean’,“OP”:‘*’};{“LOWER”:‘patent’,‘OP’:‘*’};{“LOWER”: ‘application’}]

The patterns were initially tweaked until 100% accuracy was achieved on the
original 50 appeals. To test their generalisability, another random sample of 50
appeals were selected with an initial success rate of 47/50 classified correctly.
The 3 misclassified appeals were Examining Division appeals using previously
uncaptured keyword patterns. After alteration, the patterns achieved 50/50 and
I was satisfied with the accuracy I conducted a final generalisability test on a
group of 50 cases cases achieving 98% accuracy.

Furthermore, I checked a small sample of cases in the ’Other’ category for
glaring omissions in the final dataset but none were observed. I then separated
the the Opposition Division cases from the Examining Division cases.

1 LOWER = lowercase; OP = optional; * = wildcard token; FUZZY = alternate
spellings are acceptable; LEMMA = any acceptable lemmatisation of the word
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Examining Division Appeals The final extraction task for the examining
division cases was to extract the target label using the Order section of the
decision which provides the board’s outcome. The phrasing of the outcomes are
relatively homogeneous and four different types of outcome were observed: the
appeal was dismissed, the appeal was rejected for being inadmissible, the decision
under appeal was set aside and Other outcomes. These first two outcomes were
treated the same as they both result in the original decision by the examining
division being maintained, thus they were labelled as ‘Affirmed’, whereas the
previous decision being set aside reverses the prior outcome so was labelled as
‘Reversed’. The Other outcomes refer to unique or infrequent outcome decisions
such as referrals to the Enlarged Board of Appeal, which the patterns could not
detect and thus were excluded from the analysis. The patterns were as follows:

– Dismissed = [{“LOWER”:{“FUZZY”: “appeal”}},{‘OP’:‘*’},{“LOWER”:
“dismissed”}]

– Rejected = [{“LOWER”:{“FUZZY”: “appeal”}},{‘OP’:‘*’},{“LOWER”: “re-
jected”}]

– Set Aside = [{“LOWER”:{“FUZZY”: “appeal”}},{‘OP’:‘*’},{“LOWER”:
“set”},{“LOWER”: “aside”}]

I created the patterns on the same manually analysed random sample of 50
appeals, used to identify case type, before sampling 50 more appeals to test
generalisability. For both samples the pattern achieved 100% accuracy providing
confidence in its labelling abilities on this dataset.

Opposition Division appeals An additional complexity in regard to appeals
against decisions from the Opposition Division are that the appellant can be
the patentee, the opponent or both parties. Furthermore, there may be multiple
opponents involved. In order to identify which parties brought the appeal further
pattern matching was performed for these appeals. The categories were Patentee,
Opposition, Both and Other. The patterns were as follows:

– Both Parties 1 = [{“LOWER”: {‘FUZZY’: “patent”}}, {“LOWER”: ‘pro-
prietor’},{“LOWER”: ”and”},{“OP”:’{,5}’}, {“LOWER”: {“FUZZY”: “op-
ponent”}}]

– Both Parties 2 = [{“LOWER”: {“FUZZY”: ‘proprietor’}},{‘OP’: ’{,3}’},{“LOWER”:
‘(’},{“OP”: ’{,5}’},{“LOWER”: {“FUZZY”: “appellant”}},{“OP”: ’{,5}’},{“LOWER”:
‘)’},{“OP”: ’{,10}’},{“LOWER”: {“FUZZY”: “opponent”}},{‘OP’: ’{,3}’},{“LOWER”:
‘(’},{“OP”: ’{,5}’},{“LOWER”: {“FUZZY”: “appellant”}},{“OP”: ’{,5}’},{“LOWER”:
‘)’}]

– Both Parties 3 = [{“LOWER”: {‘FUZZY’: “opponent”}},{‘OP’: ’{,3}’},{’LOWER’:
{‘FUZZY’: “proprietor”}}
,{’LOWER’: {‘FUZZY’: “appeal”}}]

– Opposition 1 = [{“LOWER”: {‘FUZZY’: “appellant”}},{“OP”: ’{,3}’},{“LOWER”:
”(”},{“OP”: ’{,5}’},{“LOWER”: {“FUZZY”: “opponent”}},{“OP”: ’{,5}’},{“LOWER”:
‘)’}]
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– Opposition 2 = [{“LOWER”: {‘FUZZY’: ‘opponent’}},{‘OP’: ’{,3}’},{“LOWER”:
‘(’},{“OP”: ’{,5}’},
{“LOWER”: {“FUZZY”: “appellant”}},{“OP”: ’{,3}’},{“LOWER”: ‘)’}]

– Opposition 3 = [{“LOWER”: {‘FUZZY’: ‘opponent’}},{‘OP’: ’{,3}’},{“LOWER”:
{“FUZZY”: “appeal”}}]

– Opposition 4 = [{“LOWER”: {‘FUZZY’:‘appeal’}},{’LOWER’: ’of’},{“LOWER”:
{“FUZZY”: “opponent”}}]

– Patentee 1 = [{“LOWER”: {‘FUZZY’: “appellant”}},{“OP”: ’{,3}’},{“LOWER”:
”(”},{“OP”: ’{,5}’},{“LOWER”: {“FUZZY”: ”patent”}},{“OP”: ’{,3}’},{“LOWER”:
‘)’}]

– Patentee 2 [{“LOWER”: {‘FUZZY’: ‘proprietor’}},{‘OP’: ’{,3}’},{“LOWER”:
‘(’},{“OP”: ’{,5}’},{“LOWER”: {“FUZZY”: “appellant”}},{“OP”: ’{,3}’},{“LOWER”:
‘)’}]

– Patentee 3 [{“LOWER”: {‘FUZZY’: “appellant”}},{“OP”: ’{,3}’},{“LOWER”:
”(”},{“OP”: ’{,5}’},{“LOWER”: {“FUZZY”: “proprietor”}},{“OP”: ’{,3}’},{“LOWER”:
‘)’}]

– Patentee 4 [{“LOWER”: {‘FUZZY’: ‘patent’}}, {‘OP’: ’{,3}’},{“LOWER”:
‘(’},{“OP”: ’{,5}’},{“LOWER”: {“FUZZY”: “appellant”}},{“OP”: ’{,3}’},{“LOWER”:
‘)’}]

– Patentee 5 [{“LOWER”: {‘FUZZY’: ‘proprietor’}},{‘OP’: ’{,3}’},{“LOWER”:
{“FUZZY”: “appeal”}}]

– Patentee 6 [{“LOWER”: {‘FUZZY’: ‘appeal’}},{“LOWER”: ‘by’},{“LOWER”:
‘the’},{“LOWER”: {“FUZZY”: “proprietor”}}]

First a sample of 70 cases was taken and manually annotated to build the
patterns. After a sufficient degree of accuracy was achieved on this set the pat-
terns were evaluated on a final group of 50 opposition appeals achieving 90%
accuracy. This score was lower than for the other pattern matching tasks and
upon analysis it became evident that the ‘Both’ and ‘Other’ categories were
causing the decrease in accuracy. All the cases the patterns identified as ‘Other’
were not in fact ‘Other’ and two thirds of the cases identified as ‘Both’ were
not actually ‘Both’. Due to the unreliability of these categories the decision was
made to exclude them from the analysis. However, all appeals identified as ei-
ther ‘patentee’ or ‘opposition’ were correct providing confidence in using these
categories for the model building.

A final outcome extraction task was performed on the opposition and paten-
tee appeals, using the same patterns as for the Examining Division outcomes.
This achieved 100% accuracy on 50 sampled cases.

1.2 Pre-Processing

Before the Summary of Facts section is ready to become the input of our ML
models, a number of pre-processing steps must be performed to reduce noise and
ensure consistency across all appeals. These steps are as follows:

1. Remove: whitespace, punctuation, XML tags, HTTP links, non-alpha char-
acters, individual letters other than ‘i’ and ‘a’ as not valid words, the first
35 characters from each case as they are boilerplate and not case-specific
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2. Lowercase all text
3. Outcome is labelled 1 for Affirmed and 0 for Reversed
4. Vary the inclusion of numerical characters, stopwords and lemmatisation as

pre-processing hyperparameters

1.3 European Patent Full-Text Data for Text Analytics

This dataset consists of XML-tagged titles, abstracts, descriptions, claims and
search reports of European patent publications from 1978 onwards. The data
is split into 40 different files, each averaging around 5-6GB in size and covering
patent publications associated with 100,000 publication numbers. Due to the size
of the total dataset, a subset of 5 files was chosen from this dataset to train the
embedding models to ensure the models would train quickly whilst still providing
sufficient text from 500,000 publication numbers.

As an individual file from this dataset is quite large, a batch streaming ap-
proach was used to load the data in increments of 10,000 publications at a time
for training the embedding models. From this a pandas dataframe was created
to filter only English entries and exclude HTTP links, to the original documents
as PDFs, before a number of pre-processing steps were undertaken:

1. All data including titles, abstracts, claims, descriptions and amendments
were used

2. Step 1 from the EPO Decisions dataset pre-processing was repeated
3. Stopwords were not excluded to provide more accurate context for embed-

dings i.e. ‘not’ is a stopword but is contextually important. Similarly, no
lemmatisation was performed

2 Parameters and Full Results

This section includes the full nested cross-validation results and the best mod-
els alongside their associated hyperparameters and feature representations. All
nested cross-validation results for experiment 2 are calculated using a weighted-
average over the outer cross-validation scores due to the nature of the time series
split in the cross-validation procedure. To preserve the time series, the initial
splits are smaller than the later splits as each split permits a greater number of
training cases, across a larger period of time. The weighted average is calculated
for n weights and x splits:

Weights : wi =
i

n
for i = 1, ..., n.

WeightedAverage :

n∑
i=1

wi ∗ xi
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Table 1. Hyperparameters

Name Value Description

N-Gram Parameters

ngram range
(1,1),(1,2),(1,3),(1,4),(2,2),
(2,3),(2,4),(3,3),(3,4),(4,4)

Length of the n-grams

norm None, ’L2’ Normalisation term for vectors

min df 2, 5, 10
Minimum document frequency the
terms must appear in to be included

use idf True, False
Use Inverse Document Frequency
weighting (TF-IDF)

Model Parameters

C 0.1, 1, 10, 100 SVM and LR: Regularisation strength

solver ’lbfgs’, ’sag’
LR: Algorithm to use in the optimisation
problem

penalty None, ’L2’ LR: The norm of the penalty parameter

max iter 100, 250, 500
LR: Maximum iterations for the solver
to converge

n estimators 100, 200, 300
RF and XGB: Number of trees in the
forest

max features ’sqrt’, ’log2’
RF: Number of features to consider
when looking for the best split

max depth 10, 50, 100, None RF: Maximum depth of the tree

learning rate 0.01, 0.02, 0.05
XGB: Step size shrinkage used in update
to prevent overfitting

gamma 0.0, 0.1, 0.2
XGB: Minimum loss reduction to make
a further partition on a leaf node of the
tree

Pre-Processing Parameters

stopwords True, False Include or exclude stopwords

lemmatisation True, False Perform lemmatisation or not

numbers True, False Include or exclude numerical tokens



6 D. Bareham

T
a
b
le

2
.
P
a
te
n
t
R
ef
u
sa
l:
E
x
p
er
im

en
t
1
(2

d
.p
.)

-
M
ea
n
a
n
d
st
d
d
ev

o
f
1
0
-f
o
ld

cr
o
ss
-v
a
li
d
a
ti
o
n

N
-G

ra
m
s

T
F
-I
D
F

W
o
rd

2
V
e
c

A
cc

F
1

M
C
C

A
cc

F
1

M
C
C

A
cc

F
1

M
C
C

S
V
M

8
5
.3
4

±
1
.1
4

8
5
.2
1

±
0
.9
8

7
0
.7
2

±
2
.2
7

8
5
.6
3

±
1
.2
6

8
5
.4
5

±
1
.1
8

7
1
.3
1

±
2
.5
2

7
1
.6
3

±
1
.4
4

7
1
.5
3

±
1
.7
7
4
3
.2
9
±
2
.8
8

L
R

8
5
.2
9

±
1
.5
7

8
5
.1
1

±
1
.5
6

7
0
.6
1

±
3
.1
4

8
5
.3
4

±
1
.2
8

8
5
.1
5

±
1
.1
9

7
1
.7
2

±
2
.5
7

7
1
.6
6

±
1
.2
6
7
1
.4
9

±
1
.5
7

4
3
.3
5

±
2
.5
1

R
F

8
4
.7
9

±
0
.8
3

8
4
.7
4

±
0
.9
5

6
9
.6
0

±
1
.6
6

8
5
.0
0

±
1
.3
1

8
4
.8
5

±
1
.3
1

7
0
.0
3

±
2
.6
1

6
7
.2
2

±
0
.9
9

6
5
.1
0

±
1
.2
0

3
4
.7
1

±
2
.0
0

X
G
B

8
6
.6
8

±
1
.0
9
8
6
.5
8

±
1
.1
6
7
3
.3
9

±
2
.1
8
8
6
.8
8

±
0
.8
5
8
6
.8
1

±
0
.7
9
7
3
.7
8

±
1
.7
2
7
0
.0
6

±
1
.3
1

6
9
.6
0

±
1
.6
1

4
0
.1
5

±
2
.6
0

P
a
te

n
t2

V
e
c

L
a
w
2
V
e
c

P
a
te

n
tD

o
c
2
V
e
c

A
cc

F
1

M
C
C

A
cc

F
1

M
C
C

A
cc

F
1

M
C
C

S
V
M

7
3
.1
6

±
1
.4
6
7
3
.1
7

±
1
.5
9
4
6
.3
5

±
2
.9
2
7
0
.2
5

±
1
.7
2
7
0
.1
5

±
1
.8
9
4
0
.5
4

±
3
.4
3

7
2
.2
4

±
1
.6
0

7
1
.7
6

±
1
.7
9

4
4
.5
5

±
3
.2
0

L
R

7
3
.0
7

±
1
.8
2

7
3
.0
3

±
1
.9
9

4
6
.1
8

±
3
.6
3

6
9
.7
5

±
1
.3
4

6
9
.5
4

±
1
.4
5

3
9
.5
2

±
2
.6
8

7
3
.1
4

±
1
.7
1

7
2
.9
0

±
1
.7
0

4
6
.3
0

±
3
.4
2

R
F

6
9
.3
0

±
1
.0
5

6
7
.5
1

±
1
.1
3

3
8
.8
3

±
2
.1
1

6
7
.4
3
±
1
.3
3

6
5
.5
4

±
1
.2
7

3
5
.0
9

±
2
.7
2

7
0
.1
4

±
1
.7
7

6
9
.1
3

±
1
.9
3

4
0
.3
9

±
3
.5
5

X
G
B

7
2
.2
3

±
1
.4
6

7
1
.7
8

±
1
.5
1

4
4
.4
9

±
2
.9
2

6
9
.8
8

±
1
.1
3

6
9
.2
8

±
1
.3
0

4
9
.8
3

±
2
.3
0
7
3
.2
7

±
1
.5
1
7
2
.9
1

±
1
.6
1
4
6
.5
6

±
3
.0
2



Title Suppressed Due to Excessive Length 7

T
a
b
le

3
.
P
a
te
n
t
R
ef
u
sa
l:
E
x
p
er
im

en
t
2
(2

d
.p
.)

-
W
ei
g
h
te
d
A
v
er
a
g
e
1
0
-f
o
ld

T
im

eS
er
ie
sS
p
li
t

N
-G

ra
m
s

T
F
-I
D
F

W
o
rd

2
V
e
c

A
cc

F
1

M
C
C

A
cc

F
1

M
C
C

A
cc

F
1

M
C
C

S
V
M

8
3
.6
6

±
3
.5
5

8
4
.7
6

±
5
.3
0

6
6
.6
1

±
6
.9
7

8
2
.8
8

±
4
.0
4

8
4
.0
8

±
5
.5
2

6
5
.0
2

±
7
.7
7

6
8
.4
6

±
2
.1
3

7
0
.5
6

±
4
.5
1
3
6
.0
7

±
4
.0
4

L
R

8
3
.7
8

±
3
.6
1

8
4
.9
0

±
5
.1
2

6
6
.8
8

±
7
.1
2

8
3
.0
2

±
3
.8
8

8
4
.2
3

±
5
.5
1

6
5
.3
8

±
7
.5
3
6
8
.5
2

±
2
.2
7
7
0
.4
5

±
4
.6
4

3
6
.2
0

±
4
.3
7

R
F

8
2
.2
1

±
3
.5
1

8
2
.8
1

±
7
.9
9

6
3
.8
6

±
6
.4
3

8
1
.9
9

±
3
.8
0

8
2
.5
7

±
8
.0
5

6
3
.3
5

±
6
.8
4

6
4
.4
9

±
2
.6
7

6
1
.0
7

±
8
.4
2

2
8
.3
3

±
4
.2
3

X
G
B

8
5
.3
4

±
3
.8
3
8
6
.1
1

±
6
.4
1
7
0
.0
2

±
7
.6
5
8
4
.1
5

±
3
.2
0
8
5
.0
7

±
5
.6
9
6
7
.6
1

±
6
.2
5

6
7
.6
3

±
2
.1
8

6
8
.2
3

±
6
.8
1

3
4
.6
8

±
4
.1
6

P
a
te

n
t2

V
e
c

L
a
w
2
V
e
c

P
a
te

n
tD

o
c
2
V
e
c

A
cc

F
1

M
C
C

A
cc

F
1

M
C
C

A
cc

F
1

M
C
C

S
V
M

7
0
.9
4

±
2
.4
2

7
3
.4
5

±
5
.3
1
4
0
.5
5

±
4
.4
1

6
4
.7
3

±
3
.1
4

6
7
.2
9

±
5
.5
7

2
8
.1
9

±
5
.3
4

6
9
.7
9

±
1
.8
8
7
1
.6
6

±
4
.6
8
3
8
.8
8

±
3
.8
9

L
R

7
0
.9
6

±
1
.7
2
7
3
.3
4

±
4
.7
5

4
0
.5
7

±
2
.9
0
6
7
.0
8

±
1
.6
0

6
9
.4
7

±
4
.9
1
3
2
.8
0

±
2
.8
4

6
9
.4
6

±
1
.8
9

7
1
.4
5

±
4
.1
9

3
7
.8
8

±
3
.7
4

R
F

6
5
.0
1

±
2
.0
7

6
3
.4
9

±
7
.9
7

3
0
.7
4

±
3
.5
7

6
3
.6
3

±
2
.5
1

6
0
.7
2

±
9
.1
1

2
8
.9
7

±
4
.1
1

6
6
.9
2

±
2
.2
7

6
5
.8
4

±
9
.6
2

3
4
.0
2

±
3
.5
3

X
G
B

6
8
.8
3

±
2
.3
7

6
9
.8
2

±
6
.2
3

3
6
.8
8

±
4
.6
7

6
7
.7
3

±
2
.6
6
6
7
.8
6

±
7
.9
3

3
5
.1
0

±
4
.4
5
6
9
.7
2

±
2
.3
8

7
0
.2
9

±
7
.4
0

3
8
.7
2
±
4
.3
2



8 D. Bareham

T
a
b
le

4
.
O
p
p
o
si
ti
o
n
D
iv
is
io
n
:
E
x
p
er
im

en
t
1
(2

d
.p
.)

-
M
ea
n
a
n
d
st
d
d
ev

o
f
1
0
-f
o
ld

cr
o
ss
-v
a
li
d
a
ti
o
n

N
-G

ra
m
s

T
F
-I
D
F

W
o
rd

2
V
e
c

A
cc

F
1

M
C
C

A
cc

F
1

M
C
C

A
cc

F
1

M
C
C

S
V
M

7
0
.7
4

±
1
.0
8

7
1
.2
7

±
1
.1
1

4
1
.5
1

±
2
.1
7

7
0
.2
9

±
1
.1
1

7
0
.8
7

±
1
.1
1

4
0
.6
3

±
2
.2
0

6
2
.6
0

±
1
.3
4

6
2
.1
5

±
1
.4
5

2
5
.2
2

±
2
.7
0

L
R

7
0
.8
6

±
1
.6
8

7
1
.3
0

±
1
.6
7

4
1
.7
4

±
3
.3
6

7
0
.5
5

±
0
.9
1

7
1
.0
5

±
1
.0
1

4
1
.1
3

±
1
.8
2

6
2
.9
0

±
1
.5
5

6
2
.4
3

±
1
.9
4

2
5
.8
2

±
3
.1
0

R
F

7
6
.5
6

±
1
.5
1

7
7
.0
0

±
1
.5
6

5
3
.1
8

±
3
.0
3

7
6
.8
3

±
0
.9
6

7
7
.2
8

±
0
.7
9

5
3
.7
2

±
1
.8
9

6
5
.4
9

±
1
.5
1

6
6
.6
1

±
1
.8
4

3
1
.0
8

±
3
.0
6

X
G
B

7
9
.9
0

±
0
.9
4
8
0
.6
6

±
0
.8
3
6
0
.0
1

±
1
.8
4
7
9
.1
4

±
1
.1
5
7
9
.7
7

±
1
.1
4
5
8
.4
2

±
2
.2
9
6
6
.5
0

±
1
.4
1
6
7
.7
8

±
1
.4
5
3
3
.1
3

±
2
.8
5

P
a
te

n
t2

V
e
c

L
a
w
2
V
e
c

P
a
te

n
tD

o
c
2
V
e
c

A
cc

F
1

M
C
C

A
cc

F
1

M
C
C

A
cc

F
1

M
C
C

S
V
M

6
2
.7
6

±
2
.2
5

6
2
.2
8

±
2
.6
8

2
5
.5
4

±
4
.4
8

6
1
.9
0

±
1
.2
5

6
1
.1
4

±
1
.3
9

2
3
.8
1

±
2
.4
9

6
2
.7
7

±
1
.7
8

6
3
.0
7

±
1
.5
3

2
5
.5
7

±
3
.5
5

L
R

6
2
.8
1

±
2
.2
6

6
2
.4
5

±
2
.4
3

2
5
.6
4

±
4
.5
2

6
1
.9
4

±
1
.7
3

6
1
.2
3

±
2
.1
0

2
3
.8
9

±
3
.4
6

6
2
.7
6

±
1
.7
0

6
2
.9
1

±
1
.4
7

2
5
.5
4

±
3
.4
0

R
F

6
6
.2
1

±
1
.5
7

6
6
.5
5

±
1
.5
7

3
2
.4
4

±
3
.1
4

6
5
.1
1

±
1
.9
1
6
5
.9
0

±
2
.0
3
3
0
.2
8

±
3
.8
3
6
9
.2
5

±
1
.3
2
7
1
.5
4

±
0
.9
8

3
9
.0
2

±
2
.5
4

X
G
B

6
7
.3
8

±
2
.0
2
6
8
.0
7

±
2
.1
6
3
4
.8
2

±
4
.0
5
6
5
.2
6

±
1
.6
3

6
6
.4
4

±
1
.3
7

3
0
.6
1

±
3
.2
2

6
9
.0
1

±
1
.0
9

7
0
.8
9

±
0
.7
4
3
8
.3
4

±
2
.0
7



Title Suppressed Due to Excessive Length 9

T
a
b
le

5
.
O
p
p
o
si
ti
o
n
D
iv
is
io
n
:
E
x
p
er
im

en
t
2
(2

d
.p
.)

-
W
ei
g
h
te
d
A
v
er
a
g
e
1
0
-f
o
ld

T
im

eS
er
ie
sS
p
li
t

N
-G

ra
m
s

T
F
-I
D
F

W
o
rd

2
V
e
c

A
cc

F
1

M
C
C

A
cc

F
1

M
C
C

A
cc

F
1

M
C
C

S
V
M

6
8
.8
8

±
1
.6
8

6
9
.3
9

±
2
.1
1

3
7
.9
4

±
3
.3
0

6
8
.1
7

±
1
.8
9

6
8
.0
5

±
2
.7
9

3
6
.5
0

±
3
.7
2

6
2
.1
6

±
3
.1
1

6
1
.6
3

±
3
.1
8

2
4
.3
9

±
6
.2
4

L
R

6
8
.7
9

±
1
.9
8

6
9
.1
0

±
2
.2
5

3
7
.7
1

±
3
.9
3

6
7
.9
6

±
1
.9
6

6
8
.0
1

±
2
.2
6

3
6
.0
1

±
3
.9
1

6
2
.4
6

±
2
.6
0

6
1
.7
7

±
3
.0
0

2
5
.0
1

±
5
.2
0

R
F

7
3
.1
7

±
2
.6
0

7
2
.1
2

±
2
.9
3

4
6
.5
5

±
5
.3
0

7
3
.5
3

±
3
.0
0

7
2
.6
6

±
3
.3
7

4
7
.1
9

±
6
.0
2

6
4
.0
2

±
3
.3
4

6
1
.4
5

±
3
.9
5

2
8
.4
0

±
6
.9
1

X
G
B

7
6
.7
4

±
3
.2
9
7
7
.4
8

±
3
.0
9
5
3
.6
5

±
6
.5
3
7
5
.9
1

±
2
.7
9
7
6
.7
2

±
2
.9
9
5
1
.9
4

±
5
.5
6
6
5
.1
0

±
3
.4
5
6
4
.4
8

±
4
.2
2
3
0
.3
0

±
6
.9
5

P
a
te

n
t2

V
e
c

L
a
w
2
V
e
c

P
a
te

n
tD

o
c
2
V
e
c

A
cc

F
1

M
C
C

A
cc

F
1

M
C
C

A
cc

F
1

M
C
C

S
V
M

6
2
.0
1

±
3
.1
4

6
1
.9
0

±
3
.5
5

2
4
.0
6

±
6
.2
5

5
9
.2
6

±
2
.9
2

5
8
.0
4

±
2
.7
2

1
8
.6
0

±
5
.9
2

6
1
.2
7

±
3
.0
4

6
1
.3
5

±
3
.3
5

2
2
.5
5

±
6
.0
8

L
R

6
2
.2
4

±
2
.4
6

6
2
.1
7

±
2
.7
7

2
4
.5
5

±
4
.8
9

6
0
.9
5

±
1
.9
5

5
9
.8
0

±
2
.3
3

2
2
.0
2

±
3
.9
9

6
1
.2
8

±
2
.8
4

6
1
.2
7

±
3
.1
5

2
2
.5
8

±
5
.6
6

R
F

6
4
.0
4

±
3
.9
2

6
2
.1
1

±
5
.0
9

2
8
.3
0

±
7
.8
1

6
2
.5
7

±
3
.3
3

6
0
.3
7

±
4
.3
5

2
5
.3
8

±
6
.7
9

6
7
.3
5

±
3
.2
9

6
6
.1
4

±
4
.5
5

3
4
.8
2

±
6
.5
7

X
G
B

6
5
.6
4

±
3
.6
9
6
5
.6
5

±
4
.5
2
3
1
.3
0

±
7
.3
4
6
3
.2
2

±
3
.0
6
6
2
.6
6

±
3
.3
7
2
6
.5
2

±
6
.1
0
6
9
.2
1

±
3
.0
2
6
9
.3
0

±
3
.4
9
3
8
.4
8

±
6
.0
3



10 D. Bareham

T
a
b
le

6
.
B
es
t
m
o
d
el
s
a
n
d
th
ei
r
se
le
ct
ed

p
a
ra
m
et
er
s

B
o
a
rd

o
f
A
p
p
e
a
l

E
x
p
e
ri
m
e
n
t
M

o
d
e
l

M
o
d
e
l
H
y
p
e
rp

a
ra

m
e
te

rs
In

p
u
t

In
p
u
t
H
y
p
e
rp

a
ra

m
e
te

rs
S
to

p
w
o
rd

s
L
e
m
m
a
N
u
m
b
e
rs

P
a
te
n
t
R
ef
u
sa
l

1
X
G
B
o
o
st

n
es
ti
m
a
to
rs
:
3
0
0

le
a
rn
in
g
ra
te
:
0
.0
5

g
a
m
m
a
:
0
.0

T
F
-I
D
F

u
se

id
f:
T
ru
e

n
o
rm

:
L
2

n
g
ra
m

ra
n
g
e:

(1
,4
)

m
in

d
f:
2

F
a
ls
e

F
a
ls
e

F
a
ls
e

P
a
te
n
t
R
ef
u
sa
l

2
X
G
B
o
o
st

n
es
ti
m
a
to
rs
:
3
0
0

le
a
ri
n
in
g
ra
te
:
0
.0
5

g
a
m
m
a
:
0
.2

B
a
g
o
f
W
o
rd
s

u
se

id
f:
F
a
ls
e

n
o
rm

:
L
2

n
g
ra
m

ra
n
g
e:

(1
,4
)

m
in

d
f:
2

F
a
ls
e

F
a
ls
e

F
a
ls
e

O
p
p
o
si
ti
o
n
D
iv
is
io
n
1

X
G
B
o
o
st

n
es
ti
m
a
to
rs
:
3
0
0

le
a
rn
in
g
ra
te
:
0
.0
5

g
a
m
m
a
:
0
.2

B
a
g
o
f
W
o
rd
s

u
se

id
f:
F
a
ls
e

n
o
rm

:
N
o
n
e

n
g
ra
m

ra
n
g
e:

(1
,3
)

m
in

d
f:
1
0

T
ru
e

F
a
ls
e

T
ru
e

O
p
p
o
si
ti
o
n
D
iv
is
io
n
2

X
G
B
o
o
st

n
es
ti
m
a
to
rs
:
1
0
0

le
a
rn
in
g
ra
te
:
0
.0
5

g
a
m
m
a
:
0
.1

B
a
g
o
f
W
o
rd
s

u
se

id
f:
F
a
ls
e

n
o
rm

:
N
o
n
e

n
g
ra
m

ra
n
g
e:

(1
,2
)

m
in

d
f:
2

T
ru
e

F
a
ls
e

T
ru
e


