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Abstract. This research assesses the feasibility of applying machine
learning (ML) methods to the problem of case outcome prediction for
appeals from the European Patent Office’s (EPO) Boards of Appeal,
concerning the grant of a patent application. The task is conceptualised
as binary classification in which an appeal can affirm or reverse the prior
judgement. Using a range of ML classifiers and textual representations,
including custom-trained word and document embeddings, two exper-
iments were conducted on appeal cases from both the Examining and
Opposition Divisions of the EPO. The first experiment uses randomly-
sampled data and the second uses year-stratified data, to perform predic-
tion. The F1-scores achieved for the future prediction task across both
divisions are 86.64% and 78.55% respectively. The results demonstrate
the viability of applying ML techniques to predict the outcome of appeals
concerning the patent grant procedure, and help to identify patents as a
promising legal domain for future research. Furthermore, explainability
analysis conducted with SHAP helps to identify a direction for future
work concerning more robust explainability.
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1 Introduction and Related Work

Patents, can be loosely defined as “a legal title granting its holder the right – in
a particular country and for a certain period of time – to prevent third parties
from exploiting an invention for commercial purposes without authorisation.”
[22]. The patent system acts as a mechanism to grant a limited commercial
monopoly on an invention in exchange for technical disclosure of such an inven-
tion for a period of 20 years [4]. This is designed to create a mutually beneficial
relationship between the patentee and the state, with the patentee able to legally
enforce potential infringement from competitors, and the state able to prolifer-
ate the technical details of the invention to the public, which may otherwise
have remained a trade secret. Economically the patent system is perceived to
provide an incentive for new inventions and increased R&D spending [4], though
there is ongoing debate within the literature as to the empirical validity of these
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claims [12]. Regardless, patent applications have increased in volume internation-
ally, more than tripling between 1985-2018 [11], and in 2022 there were 193,640
patent applications filed to the EPO1 making it the patent jurisdiction with the
fifth most filings internationally2.

Filing patents across multiple jurisdictions can be costly and time-consuming
so to mitigate this, the European Patent Convention (EPC) 1973 3 was ratified
creating a mechanism for the grant of multiple national patents within a single
application [4]. Litigation and infringement are still dealt with by the respec-
tive national legal systems but the grant is handled by the EPO whose role is
to administer the EPC. For a European patent application to be granted, the
Examining Division of the EPO will assess the substantive content of the appli-
cation according to a criteria including whether the invention is novel and there
was an inventive step in its realisation.

After being granted by the Examining Division, a third party, i.e. a commer-
cial competitor, has 9 months to object to the granting of the patent, which is
heard before the Opposition Division. Any party who has been adversely affected
at any stage, by the Examining Division or Opposition Division, may file an ap-
peal against the decision. The Technical Boards of Appeal are responsible for
appeals concerning refusal of a patent application from the Examining Division
or appeals against decisions of the Opposition Division. The decisions granted
in appeal proceedings are generally delivered at oral proceedings and have the
force of res judicata, making the decisions subject to no further legal action [3].

The aim of this work is to assess the feasibility of engaging in case out-
come prediction of EPO appeal decisions by applying ML techniques, in order
to understand whether this previously understudied data source may be fruit-
ful for further research. This work also aims to contribute to a growing body
of literature on patent grant prediction from a different perspective, as prior
work focuses on predicting whether a patent will be granted or refused at a de-
partment of first instance rather than after an appeal. A range of experiments
will be reported considering different classification models, input representations
and hyper-parameters across both randomly-sampled and year-stratified data.
The evaluation uses standard performance metrics such as F1-Score, as well as
analysing the explainability and interpretability offered by the best models. This
evaluation will be used to identify scope for improvement in future work.

The task of case outcome prediction is the branch of Artificial Intelligence
(AI) and Law referring to automatically predicting the outcome of a court deci-
sion given some input relevant to the decision. Most work focuses on the Euro-
pean Court of Human Rights (ECtHR) [1,19], the Supreme Court of the United
States [15,16] and the Chinese Legal System [34,32].

Comparatively little research has been performed in case outcome prediction
for the legal domain of Intellectual Property Law, encompassing sub-domains

1 https://report-archive.epo.org/about-us/annual-reports-statistics/statistics/2022.
html

2 https://www.wipo.int/en/ipfactsandfigures/patents
3 https://www.epo.org/en/legal/epc-1973/2006/convention.html

https://report-archive.epo.org/about-us/annual-reports-statistics/statistics/2022.html
https://report-archive.epo.org/about-us/annual-reports-statistics/statistics/2022.html
https://www.wipo.int/en/ipfactsandfigures/patents
https://www.epo.org/en/legal/epc-1973/2006/convention.html
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such as trademarks and patents. Whilst there has been an increased interest in
applying computational analysis techniques to the field of Intellectual Property
law, in particular patents 4, related work has primarily focused on the task of
patent grant prediction [8,33,13] or predicting whether a specific patent is likely
to be litigated or not [10,14]. This gap motivated the selection of the EPO Boards
of Appeal as the focus domain for this work since, to the best of my knowledge,
no prior work has computationally analysed the appeals process after a decision
has been rendered on a patent application from a department of first instance.

2 Methods

2.1 Data & Pre-Processing

There are two distinct datasets from the EPO which form the basis of this work:
Decisions of the EPO Boards of Appeal5 and European Patent Full-Text Data
for Text Analytics6. The European Patent Full-Text Data consists of XML-
tagged titles, abstracts, descriptions, claims and search reports from 1978 on-
wards for patent applications. Text from approximately 500k publications was
used for training the word and document embeddings described in Section 2.2.
The Decisions of the EPO Boards of Appeal data formed the basis of the ex-
periments conducted and consist of textual decisions from all subsidiary courts
of the EPO Boards of Appeal from 1978-2022, with more than 40,000 decisions
in XML format. Due to changes to the law over time as well as to the nature of
patented inventions, the decision was made to constrain the time period of this
work to decisions rendered after, and including, the year 2000. The language
was also constrained to English, duplicate cases were removed and only cases
falling within the remit of the Technical Board of Appeal were included. This
left 21,426 unique appeals across both the Examining and Opposition Division.

Simple keyword matching using the SpaCy [25] library was constructed to
identify the type of appeal (Examining Division, Opposition Division, Admis-
sibility or Other), who brought the appeal (for the Opposition Division) and
the decision outcome (Affirmed, Reversed or Other). The patterns used were
manually created based on subsets of the data and were validated to ensure a
sufficient accuracy7. Only cases which could be identified to have affirmed or
reversed outcomes were used from appeals against the Examining Division or
Opposition Division. In addition, for the Opposition Division cases, a dummy
variable was added to capture the party bringing the appeal (though appeals in
which both parties were appellants were excluded for this work).

4 The term ’Patinformatics’ coined in [30] refers to this process of patent data mining
and using automated tools to extract insights and intelligence from patents [27].

5 https://www.epo.org/searching-for-patents/data/bulk-data-sets/
boards-of-appeal-decisions.html

6 https://m.epo.org/searching-for-patents/data/bulk-data-sets/text-analytics.html
7 Due to space limitations, further details on pre-processing, pattern matching, nested
cross-validation results and hyperparameters are given at https://github.com/
dahrb/EPO-Project/blob/main/JURIX 2023 DC Supplemental Information.pdf

https://www.epo.org/searching-for-patents/data/bulk-data-sets/boards-of-appeal-decisions.html
https://www.epo.org/searching-for-patents/data/bulk-data-sets/boards-of-appeal-decisions.html
https://m.epo.org/searching-for-patents/data/bulk-data-sets/text-analytics.html
https://github.com/dahrb/EPO-Project/blob/main/JURIX_2023_DC__Supplemental_Information.pdf
https://github.com/dahrb/EPO-Project/blob/main/JURIX_2023_DC__Supplemental_Information.pdf
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The appeal texts were split into their constituent parts: Summary of Facts,
Reasons for Decision and Order. The Summary of Facts outlines the facts of
what happened in the prior decision, the core arguments the appeal is based
on and the desired outcome for the appellants and/or opponents. The Reasons
for Decision summarise the rationale from the board for coming to a particular
outcome, which is given in the Order section. To predict the outcome of ap-
peal cases ex ante we must use only data which was available before the verdict
was given. For EPO appeals the only data currently available concerns decisions
which have already been rendered, thus to test the possibility of predicting the
outcome ex ante we must make a similar assumption as [1], that there is enough
similarity between parts of the text of the published judgements and the infor-
mation available prior to the proceedings. To justify this assumption, we exclude
the Reasons for Decision section, as this is written in hindsight to justify an al-
ready decided appeal, but we use the Summary of Facts, as that purports to
information available before the appeal proceedings.

Additionally, standard textual pre-processing steps were undertaken: remov-
ing non-alphanumerical characters and lowercasing all text.

2.2 Feature Engineering and Models

For input to the ML algorithms, the words within the Summary of Facts sec-
tions need to be represented numerically. A variety of traditional feature-based
representations are used such as a bag-of-words (BOW) approach using n-grams,
and an extension of this approach using the term frequency-inverse document
frequency measure (TF-IDF) (as defined in SciKit-Learn [24]). Also explored
are the use of pre-trained word embedding models, such as 300-d Word2Vec [20]
trained by Google8 and 200-d Law2Vec [6].

Two other embeddings were pre-trained specifically: Patent2Vec and Patent-
Doc2Vec. Both use the respective GenSim [26] package’s implementations of
Word2Vec and Doc2Vec with a corpus primarily consisting of data from the
patent publications, with a sub-section of EPO Decisions data. The parameters
used for both Patent2Vec and PatentDoc2Vec are the same as those used for
Law2Vec [6] other than the dimensionality of the final embeddings (300-d).

The feature-based ML algorithms used were chosen due to their popularity
in the task of legal case outcome prediction: Support Vector Machines [19],
Random Forests [16], Logistic Regression [29] and XGBoost [2]. All algorithms
were implemented using Scikit-Learn [24], except XGBoost which uses [7].

Furthermore, the models built with these algorithms and input represen-
tations are evaluated against a variety of classification metrics to assess per-
formance. Initially a baseline classifier is defined using a very simple strategy.
For our purposes, the baseline always guesses the majority class present in the
dataset. The other evaluation metrics are Accuracy, F1-Score9 and Matthew’s
Correlation Coefficient (MCC) [9].

8 https://code.google.com/archive/p/word2vec/
9 As defined in https://deepai.org/machine-learning-glossary-and-terms/f-score

https://code.google.com/archive/p/word2vec/
https://deepai.org/machine-learning-glossary-and-terms/f-score
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2.3 Experimental Setup

The aim of the first experiment10 is to understand what level of predictive per-
formance is possible with this data using random sampling to generate the train
and test sets. For this, the dataset is balanced regarding the outcome distribution
before performing a stratified split into the training (90%) and the test (10%)
sets. A balanced training set ensures the dataset does not have a bias towards
the majority class. However, if we leave the test set balanced, when the real data
is imbalanced, this could cause us to overestimate our predictive performance
on an unrealistic test set. Following work such as [23,6], a realistic test set was
created mimicking the original outcome distribution observed in the data.

To determine the best input representation, ML algorithm and hyperparame-
ters for each domain, a k-fold nested cross-validation procedure is undertaken to
mitigate overfitting in the model, and input, selection process [5]. Nested cross-
validation differs from traditional, or flat, k-fold cross-validation procedures since
it consists of a stratified outer cross-validation procedure, where each fold is used
as the test data for an inner cross-validation procedure to tune the hyperparam-
eters of the model [31]. This eliminates the positive performance bias introduced
by flat cross-validation methods, in which the hyperparameters are tuned on the
same data used to assess model performance and provides a more reliable way
of assessing the model fitting procedure’s performance.

After choosing the best combination of ML algorithm and input representa-
tion, a random search (100 iterations) is conducted over the entire training set
to tune the hyperparameters, before test set evaluation.

The aim of the second experiment is to test the prediction of only future
cases, following [19], by creating more realistic train and test sets. The issue
with experiment 1 is that a case from 2019 may form part of the training set,
and be used to predict the outcome, in the test or cross validation procedure,
of a case from 2001, which fails to mirror the nature of the application of legal
process happening in linear time. To mitigate against this issue, the training
set and test sets are divided into cases from different years: training set from
2000-2018, and test set from 2019-2022, with further sub-divisions created in the
test set to monitor whether there is an observable degradation in performance
the further away the test set is in time from the training set, as observed in [19].

The procedure for selecting the best ML algorithm, hyperparameters and in-
put representation is largely the same as experiment 1 other than both inner and
outer cross-validation procedures use a method which splits the data according
to the order they are given to the model (ascending date order), to ensure that
the validation stage tests for the models that deliver the best future prediction
capabilities11.

10 Experiments were undertaken on Barkla, part of the High-Performance Computing
facilities at the University of Liverpool, UK. All code can be found at https://github.
com/dahrb/EPO-Project.

11 TimeSeriesSplit() in Sci-Kit Learn https://scikit-learn.org/stable/modules/
generated/sklearn.model selection.TimeSeriesSplit.html

https://github.com/dahrb/EPO-Project
https://github.com/dahrb/EPO-Project
https://scikit-learn.org/stable/modules/generated/sklearn.model_selection.TimeSeriesSplit.html
https://scikit-learn.org/stable/modules/generated/sklearn.model_selection.TimeSeriesSplit.html
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3 Results & Discussion

3.1 Experiments

After performing the nested cross-validation, an emergent pattern across both
experiments was the dominance of n-gram approaches over the word and doc-
ument embeddings. For example, in experiment 1 for the Examining Division,
the highest F1-score for an embedding approach was Patent2Vec (73.16%) com-
pared to TF-IDF (86.31%). Similar differences in performance are found across
both experiments in all domains. One possible explanation for this disparity may
be the way word embeddings were used as a word embedding only represents
an individual word, thus to represent an entire appeal document the word em-
beddings must be combined into a single embedding. The choice was made in
this work to simply average the word embeddings, but this could lose crucial
information in representing the semantic space, decreasing performance.

To mitigate this limitation, a document embedding, PatentDoc2Vec, was also
trained but did not achieve significantly better results, marginally outperform-
ing Patent2Vec in the Opposition Division task yet underperforming against
Patent2Vec for the Examining Division.12 This may be due to the nature of
the texts PatentDoc2Vec was trained on, as the vast majority of documents
fed to PatentDoc2Vec were sections of patent applications, such as the claims,
with only a small minority actually being the ‘summary of facts’ sections from
decision documents.

Consequently BOW and TF-IDF representations were chosen for the final
models with XGBoost as the ML algorithm because it reported the best results
for all experiments and divisions.

Table 1 shows the results for the final models on the test data. We can observe
a strong performance across all experiments, universally exceeding the baseline
accuracy of only predicting the majority outcome (Affirmed). Despite this, a
significant drop in performance (≈ 10%) can be noticed between the Opposition
and Examining Division scores. This is an unsurprising result as connecting
the binary outcomes to the ‘summary of facts’ for the Opposition Division is a
substantively more complex task.

For Examining Division cases it is always the patentee who is bringing the ap-
peal with an ‘Affirmed’ outcome meaning that the patent application is rejected
(as the prior decision is upheld) and ‘Reversed’ resulting in the patent’s grant.
For Opposition Division cases either the patentee or the opposition may bring
the appeal (or both simultaneously13), and this is captured in the data with
a dummy variable. However, the relationship between the grant of the patent
application and the outcome is more complex than in the Examining Division
case as, for example, an appeal can be lodged by the patentee against the patent
being maintained in an amended form. In this instance, a ‘Reversed’ outcome

12 Both the embeddings trained for this work outperform Law2Vec, but not Word2Vec,
with statistical signifance p < 0.05 (Mann-Whitney Test).

13 Though these appeals have been excluded for this work due to inaccuracy in identi-
fying them using the pattern matching techniques.
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may only result in the granted patent being amended further or granted as first
proposed; while an ‘Affirmed’ outcome may only result in the patent maintaining
its amended form from the prior decision. Either way, the substantive issue of
whether the patent application ought to be granted or refused is a non-issue in
these cases, whereas it is crucial in others. The dummy variable indicating who
brought the appeal is unable to capture this legally substantive nuance, in com-
bination with the textual representation, therefore a degradation in performance
using these methods, over the Examining Division cases, was expected.

Another observation from Table 1 is that the results of experiment 2, across
both divisions, on average outperform the experiment 1 results. These results are
contrary to the observed degradation in performance with the future prediction
task, compared to random sampling, as in the ECtHR domain [19]. One reason
the future prediction results may be so strong is due to the use of the time series
split for cross validation, meaning we are only picking models which are good
at predicting future outcomes. Another may be the stability of a domain like
patents and the criteria for their grant by the EPO Boards of Appeal, which
have received little substantive change since its inception.

However, a small degradation is observed between the 2019-20 test set and
the 2021-22 test set across both divisions. This may support the observation
in [19] that the further away the test set is from the training data, the more
performance decreases, though this observation could also be an artefact of the
smaller test set in 2019-20 compared to 2021-22 (≈ 200 less cases).

Table 1: Test data results for Experiment 1 and 2
Patent Refusal Opposition Division Average

Acc F1 MCC Baseline Acc F1 MCC Baseline Acc F1 MCC Baseline

Experiment 1 86.39 86.24 72.58 56.36 78.22 78.20 56.89 54.33 82.30 82.22 64.74 55.35

2019-2020 88.42 87.63 75.27 62.92 78.97 78.82 57.86 56.01 83.70 83.23 66.57 59.47

2021-2022 86.33 85.33 70.71 63.90 78.61 78.27 56.71 57.82 82.47 81.80 63.71 60.86

2019-2022 87.52 86.64 73.30 63.35 78.78 78.55 57.29 56.94 83.15 82.60 65.30 60.15

Overall 82.91 82.46 65.08 58.96

3.2 Interpretation

To interpret the results of the best models we can use a method called SHAP
(SHapley Additive exPlanations), proposed by [18] and derived from Shapley
Values in game theory [28] to calculate the marginal contribution of different
features by fairly allocating the contributions among them. For applying SHAP
to XGBoost we use a model-specific method proposed called treeSHAP [17].
From this we can derive local interpretations to understand the marginal contri-
bution of the features in a specific case, and we can derive global interpretations
by aggregating these local interpretations.

An example of a global interpretation can be seen in Fig. 1 for experiment 2
within the 2019-2022 test set of Examining Division appeals. Here the positive
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Fig. 1: Global SHAP

SHAP values indicate a feature which contributes to an ‘Affirmed’ outcome and
negative SHAP values to a ‘Reversed’ outcome. The points in red denote that
the n-gram is common within the given appeal and the points in blue denote
that the n-gram is rare or not found within the given appeal.

Examining the features with the highest marginal contribution at either a
global or local level, one can observe how they are mostly administrative or
procedural in nature, e.g. ‘description pages’, ‘informed the board’ and ‘auxiliary
request differs’. Few, if any, of the features correspond with the kinds of legal
factors one may expect to be relevant in deciding whether an appeal regarding a
patent application’s grant or refusal is successful, such as novelty or an inventive
step. This demonstrates the limitations of post-hoc explanatory methods such as
SHAP for legal case outcome prediction because despite offering interpretability
into how the contribution of different features affects the outcome, the values
themselves provide very little explainability useful in comprehending the reasons
for the outcome. This is a problem which has previously been identified for NLP
approaches in case outcome prediction [35].

4 Conclusion

The aim of this work was to assess the feasibility of engaging in case outcome
prediction on appeal cases from the EPO’s Boards of Appeal concerning patents.
The results achieved by the models across both divisions and experiments (over-
all average of 82.46% F1-Score) are very encouraging for establishing both the
domain and the application of case outcome prediction methods to patents as
promising avenues for further research.



Title Suppressed Due to Excessive Length 9

Despite the encouraging results, the lack of explainability available with the
methods presented is a major limitation and future work as part of this project
will focus on the correspondence between explicit legally relevant factors and
the reasoning undertaken by a proposed model. One potential direction is the
incorporation of Case-Based Reasoning systems with ML models into a hybrid
system, with the benefit of explicitly representing the relevant legal factors [21].
Additionally, the results achieved are using sections of documents created after
a decision has been rendered, therefore to truly assess predictive performance,
only documents available before a decision is taken ought to be used.
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